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We uncover a remarkable quantum scattering phenomenon in two-dimensional Dirac material systems
where the manifestations of both classically integrable and chaotic dynamics emerge simultaneously and
are electrically controllable. The distinct relativistic quantum fingerprints associated with different electron
spin states are due to a physical mechanism analogous to a chiroptical effect in the presence of degeneracy
breaking. The phenomenon mimics a chimera state in classical complex dynamical systems but here in a
relativistic quantum setting—henceforth the term “Dirac quantum chimera,” associated with which are
physical phenomena with potentially significant applications such as enhancement of spin polarization,
unusual coexisting quasibound states for distinct spin configurations, and spin selective caustics.
Experimental observations of these phenomena are possible through, e.g., optical realizations of ballistic
Dirac fermion systems.
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The tremendous development of two-dimensional (2D)
Dirac materials such as graphene, silicene, and germanene
[1–5], in which the low-energy excitations follow the
relativistic energy-momentum relation and obey the
Dirac equation, has led to the emergence of a new area
of research: Dirac electron optics [6–33]. Theoretically, it
was articulated early [7] that Klein tunneling and the
unique gapless conical dispersion relation can be exploited
to turn a simply p-n junction into a highly transparent
focusing lens with a gate-controlled negative refractive
index, producing a Vaselago lens for the chiral Dirac
fermions in graphene. The negative refraction of Dirac
fermions obeys the Snell’s law in optics and the angularly
resolved transmittances in analogy with the Fresnel coef-
ficients in optics have been recently confirmed experimen-
tally [20,26]. Other works include various Klein-tunneling
junction based electronic counterparts of optical phenom-
ena such as Fabry-Pérot resonances [8,13], cloaking
[11,14], waveguides [12,19], the Goos-Hänchen effect
[9], the Talbot effect [22], beam splitter and collimation
[21,28,29], and even the Dirac fermion microscope [33]. A
Dirac material based electrostatic potential junction with a
closed interface can be effectively tuned to optical guiding
and acts as an unusual quantum electron-optics element
whose effective refractive index can be electrically modu-
lated, in which phenomena such as gate controlled caustics
[6], electron Mie scattering [15,23–25], and whispering
gallery modes [17,18,30,31] can arise. In addition, uncon-
ventional electron optical elements have been demonstrated
such as valley resolved waveguides [34,35] and beam
splitters [27], electronic birefringent superlens [16], and
spin (current) lens [10,32]. Research on Dirac electron

optics offers the possibility to control Dirac electron flows
in a similar way as for light.
In this Letter, we address the role of chaos in Dirac

electron optics. In nonrelativistic quantum mechanics, the
interplay between chaos and quantum optics has been
studied in microcavity lasers [36–39] and deformed dielec-
tric microcavities with non-Hermitian physics and wave
chaos [40]. With the development of Dirac electron optics
[6–33], the relativistic electronic counterparts of deformed
optical dielectric cavities or resonators have become
accessible. For massless Dirac fermions in ballistic gra-
phene, the interplay between classical dynamics and
electrostatic confinement has been studied [41–44] with
the finding that integrable dynamics lead to sharp transport
resonances due to the emergence of bound states while
chaos typically removes the resonances. In these works, the
uncharged degree of freedom such as electron spin, which
is fundamental to relativistic quantum systems, was not
treated.
Our focus is on the interplay between ray-path defined

classical dynamics and spin in Dirac electron optical
systems. To be concrete, we introduce an electrical gate
potential defined junction with a ring geometry, in analogy
to a dielectric annular cavity. Classically, this system
generates integrable and mixed dynamics with the chaotic
fraction of the phase space depending on the ring eccen-
tricity and the effective refractive index configuration,
where the index can be electrically tuned to negative values
to enable Klein tunneling. Inside the gated region, the
electron spin degeneracy is lifted through an exchange
field from induced ferromagnetism, leading to a class of
spin-resolved, electrically tunable quantum systems of
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electron optics with massless Dirac fermions (by mimick-
ing the photon polarization resolved photonic cavities made
from synthesized chiral metamaterials). We develop an
analytic wave function matching solution scheme and
uncover a striking quantum scattering phenomenon: man-
ifestations of classically integrable and chaotic dynamics
coexist simultaneously in the system at the same parameter
setting, which mimics a chimera state in classical complex
dynamical systems [45–52]. The basic underlying physics
is the well-defined, spin-resolved, gate-controllable refrac-
tion index that dominantly controls the ballistic motion of
short-wavelength Dirac electrons across the junction inter-
face, in which the ray tracing of reflection and refraction
associated with particles belonging to different spin states
generates distinct classical dynamics inside the junction or
scatterer. Especially, with a proper gate potential, the spin-
dependent refractive index profile can be controlled to
generate regular ray dynamics for one spin state but
generically irregular behavior with chaos for the other. A
number of highly unusual physical phenomena arise, such
as enhanced spin polarization with chaos, simultaneous
quasiscarred and whispering gallery type of resonances,
and spin-selective lensing with a starkly near-field separa-
tion between the local density of states (DOS) for spin-up
and spin-down particles.
Low energy excitations in 2D Dirac materials are

described by the Dirac-Weyl Hamiltonian H0 ¼ vFσ · p,
where vF is the Fermi velocity, p ¼ ðpx; pyÞ is the
momentum measured from a given Dirac point, and σ ¼
ðσx; σyÞ are Pauli matrices for sublattice pseudospin. In the
presence of a gate potential and an exchange field due to the
locally induced ferromagnetism inside the whole gated
region, the effective Hamiltonian is H ¼ vFs0 ⊗ σ · pþ
s0 ⊗ σ0VgateðrÞ − sz ⊗ σ0MðrÞ, where the Pauli matrix sz
acts on the real electron spin space, s0 and σ0 both are
identity matrices, VgateðrÞ and MðrÞ are the electrostatic
and exchange potential, respectively. Because of the
pseudospin-momentum locking (i.e., σ · p), a nonuniform
potential couples the two pseudospinor components, but
the electron spin components are not coupled with each
other. The exchange field breaks the twofold spin degen-
eracy. Since ½sz ⊗ σ0; H& ¼ 0, the Hamiltonian can be
simplified as Hs ¼ H0 þ VgateðrÞ − sMðrÞ with s ¼ '
denoting the electron spin quantum number. Because of
M, the Dirac-type Hamiltonian Hs can give rise to spin
dependent physical processes.
For the ring configuration in Fig. 1(a) and assuming the

potentials are smooth on the scale of the lattice spacing but
sharp in comparisonwith the conducting carriers’wavelength,
in the polar coordinates r ¼ ðr; θÞ, we have VgateðrÞ ¼
ℏvFν1ΘðR1 − rÞΘðjr − ξj − R2Þ þ ℏvFν2ΘðR2 − jr − ξjÞ,
andMðrÞ ¼ ℏvFμΘðR1 − rÞ, where Θ is the Heaviside step
function, R2 is the radius of the small disk gated region of
strength ℏvFðν2 − ν1Þ placed inside a larger disk of radius R1

(> R2) and strength ℏvFν1, the displacement vector between

the disk centers is ξ ¼ ðξ; 0Þ, and the exchange potential has
the strength ℏvFμ over the whole gated region. The two
circular boundaries divide the domain into three distinct
regions: I: r > R1; II: r < R1 and jr − ξj > R2; III;
jr − ξj < R2. For given particle energy E ¼ ℏvFϵ, the
momenta in the respective regions are kIs ¼ jϵj,
kIIs ¼ jϵ − ν1 þ sμj, and kIIIs ¼ jϵ − ν2 þ sμj. Within the
gated region, the exchange potential splits the Dirac cone
into two in thevertical direction in the energydomainwhile the
electrostatic potential simply shifts the cone, leading to a
spin-resolved, gate-controllable annular junction for massless
Dirac electrons.
In the short wavelength limit, locally the curved junction

interface appears straight for the electrons, so the gated
regions and the surroundings can be treated as optical
media. The unusual feature here is that the refractive
indices are spin dependent: nII;IIIs ¼ ðϵþ sμ − ν1;2Þ=ϵ,
similar to light entering and through a polarization resolved
photonic crystal [53,54]. Given the values of ϵ and μ,
depending on the values of ν1;2, the refractive indices for
the two spin states can be quite distinct with opposite signs.
The system is thus analogous to a chiral photonic meta-
material based cavity, which represents a novel class of
Dirac electron optics systems.
The classical behaviors of Dirac-like particles in the

short wavelength limit can be assessed using the optical
analogy, as done previously for circularly curved p-n
junctions [6,33], where the classical trajectories are defined
via the principle of least time. Because of the spin
dependent and piecewise constant nature of the index
profile, the resulting stationary ray paths for the Dirac

FIG. 1. Scattering system and classical ray dynamics.
(a) Annular shaped scattering region with eccentricity
ξ ¼ ¯OO0, (b) a cross-sectional view, (c),(d) chaotic and integrable
ray dynamics on the Poincaré surface of section defined by the
Birkhoff coordinates (θ, sin β) for spin-up and -down particles,
respectively, where θ denotes the polar angle of a ray’s inter-
section point with the cavity boundary and β is the angle of
incidence with respect to the boundary normal. The quantity sin β
is proportional to the angular momentum and the critical lines for
total internal reflection are given by sin βc ¼ '1=ns.
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electrons are spin-resolved and consist of straight line
segments. At a junction interface, there is ray splitting
governed by the spin-resolved Snell’s law. On a Poincaré
surface of the section, the classical dynamics are described
by a spin-resolved map Fs relating the dynamical variables
θ and β (Fig. 1) between two successive collisions with the
interface: ðθi; sin βiÞ ↦ ðθiþ1; sin βiþ1Þ. The ray-splitting
picture is adequate for uncovering the relativistic quantum
fingerprints of distinct classical dynamics.
Spin-resolved ray trajectories inside the junction lead to

the simultaneous coexistence of distinct classical dynamics.
For example, for the parameter setting ν2 ¼ −ν1 ¼ ϵ ¼ μ,
i.e., nIIs ¼ 2þ s and nIIIs ¼ s, for spin-up particles (s ¼ þ),
the junction is an eccentric annular electron cavity char-
acterized by the refractive indices nIIþ ¼ 3 and nIIIþ ¼ 1, as
exemplified in Fig. 1(b) for ξ ¼ 0.3. However, for spin-
down particles (s ¼ −), the junction appears as an off-
centered negatively refracted circular cavity with nII− ¼ 1
and nIII− ¼ −1. Figures 1(c) and 1(d) show the correspond-
ing ray dynamics on the Poincaré surface of section for
spin-up and -down particles, respectively, where the former
exhibit chaos while the dynamics associated with the latter
are integrable with angular momentum being the second
constant of motion.
For a spin unpolarized incident beam, the simultaneous

occurrence of integrable and chaotic classical dynamics
means the coexistence of distinct quantum manifestations,
leading to the emergence of a Dirac quantum chimera. To
establish this, we carry out a detailed analysis of the
scattering matrices for spin-dependent, relativistic quantum
scattering and transport through the junction. Using
insights from analyzing optical dielectric cavities [55,56]
and nonrelativistic quantum billiard systems [57,58], we
develop an analytic wave function matching scheme at the
junction interfaces (See Supplemental Material [59] which
includes Refs. [24,30,60–64]) to solve the Dirac-Weyl
equation to obtain the scattering matrix S as a function
of the energy E as well as the spin polarization s for given
system parameters R2=R1, ξ, ν1;2, and μ. The Wigner-
Smith time delay [60,61] is defined from the S matrix as
τ ¼ −iℏTr½S†ð∂S=∂EÞ&, which is proportional to the DOS
of the cavity. Large positive values of τ signify resonances
associated with the quasibound states [65]. Physically, a
sharper resonance corresponds to a longer trapping lifetime
and scattering time delay. Previous works on wave or
quantum chaotic scattering [66–85] established that
classical chaos can smooth out (broaden) the sharp reso-
nances and reduce the time delay markedly while integrable
dynamics can lead to stable, long-lived bound states (or
trapping modes).
We present concrete evidence for Dirac quantum chi-

mera. Figure 2(a) shows, for R2=R1 ¼ 0.6, μ ¼ −ν1 ¼ 5,
and ν2 ¼ 45, the dimensionless time delay (on a logarith-
mic scale) versus the eccentricity ξ and energy E (in units of
ℏvF=R1). Figure 2(b) shows the maximum time delay

[within the given energy range in Fig. 2(a)] versus ξ for
spin-up (red) and spin-down (blue) particles. There are
drastic changes in the time delay as the energy is varied,
which are characteristic of well-isolated, narrow resonances
and imply the existence of relatively long-lived confined
modes. There is a key difference in the resonances
associated with the spin-up and -down states: the former
depend on the eccentricity parameter ξ and are greatly
suppressed for ξ > 0.2, while the latter are independent of
ξ. For example, the middle panel of Fig. 2(a) shows that, for
a severely deformed structure (ξ ¼ 0.3), there are sharp
resonances with high peak values of the time delay for the
spin down state, but none for the spin-up state. The
suppression of resonances associated with the spin-up
state is consistent with the behavior of the total cross
section σ̄t (averaged over the directions of the incident
wave) given in terms of the S-matrix elements by σ̄t ¼
ð2kÞ−1

P∞
m;l¼−∞ jSml − δmlj2, as shown in the bottom panel

of Fig. 2(a). Because the classical dynamics for massless
fermions in the spin-up and -down states are chaotic and
integrable, respectively [cf., Figs. 1(c), 1(d)], there is
simultaneous occurrence of two characteristically different
quantum scattering behaviors for a spin unpolarized beam:
one without and another with sharp resonances. This
striking contrast signifies a Dirac quantum chimera.
Are there unexpected, counterintuitive physical phenom-

ena associated with a Dirac quantum chimera? Yes, there
are. Here we present two and point out their applied values.
The first is spin polarization enhancement, which has

potential applications to Dirac material based spintronics.
A general way to define spin polarization is through the
spin conductivities G↓ð↑Þ as Pz ¼ ðG↓ −G↑Þ=ðG↓ þG↑Þ.
Imagine a system consisting of a set of sparse, randomly
distributed, identical junction-type of annular scatterers,

FIG. 2. A Dirac quantum chimera. (a) Top: Contour map of
dimensionless Wigner-Smith time delay (on a logarithmic scale)
versus energy E and eccentricity ξ for spin-down (left) and -up
(right) cases, where the bright yellow color indicates larger
values. Middle and bottom panels: time delay and total cross
section averaged over all directions of the incident waves versus
E, respectively, for ξ ¼ 0.3. (b) Dependence of the maximum
time delay on ξ (red: spin-up; blue: spin-down). (c) Energy
averaged spin polarization versus ξ.
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and assume that the scatterer concentration is sufficiently
low (nc ≪ 1=R2

1) so that multiple scattering events can be
neglected. In this case, the spin conductivities can be
related to the transport cross section as G↓ð↑Þ=G0 ¼
k=ðncσ

↓ð↑Þ
tr Þ, where G0 is the conductance quantum and

σ↓ð↑Þtr can be calculated from the S matrix. For a spin
unpolarized incident beam along the x axis with equal spin-
up and -down populations, we calculate the average spin
polarization over a reasonable Fermi energy range as a
function of the eccentricity ξ, as shown in Fig. 2(c). For
ξ > 0.2 so classical chaos is relatively well developed and a
Dirac quantum chimera emerges, there is robust enhance-
ment of spin polarization. From the standpoint of classical
dynamics, the scattering angle is much more widely
distributed for spin-up particles (due to chaos) as compared
with the angle distribution for spin-down particles with
integrable dynamics, leading to a larger effective resistance
for spin-up particles. From an applied perspective, the
enhancement of spin polarization brought about by a Dirac
quantum chimera can be exploited for developing spin
rheostats or filters, where one of the spin resistances, e.g.,
R↑ ∝ 1=G↑, can be effectively modulated through tuning
the deformation parameter ξ so as to induce classically

chaotic motion for one type of polarization but integrable
dynamics for another.
The second phenomenon is resonance and lensing asso-

ciated with a Dirac quantum chimera. Figures 3(a)–3(f)
show, for ξ ¼ 0.27 (in units of R1), R2=R1 ¼ 0.6, ν2 ¼
4ν1 ¼ −4μ ¼ 24.16 (in units of 1=R1) and E ¼ 6.04 (in
units ofℏvF=R1), a resonant (quasibound) state, inwhich the
spatially separated, spin-resolved local DOS is confined
inside the cavity. The spin-up state is concentrated about a
particular unstable periodic orbit without the rotational
symmetry [Figs. 3(a) and 3(b)] and exhibits a scarring
pattern with a relatively short lifetime characterized by a
wider resonance profile, as shown in Fig. 3(e). Spin-down
particles are trapped inside the inner disk by a regular long-
livedwhispering gallerymode associatedwith the integrable
dynamics [Figs. 3(c) and 3(d)]. The Dirac quantum chimera
thus manifests itself as the simultaneous occurrence of a
magnetic scarred quasibound state and a whispering gallery
mode excited by an incident wavewith equal populations of
spin-up and -down particles, as shown in Fig. 3(f), a color-
coded spatial distribution of the difference between the local
DOS for spin-up and -down particles.

FIG. 3. Spin polarized scarred and regular whispering-gallery-
mode resonances as a result of Dirac quantum chimera. (a),
(c) Real space probability densities (on a logarithmic scale) of the
representative quasibound states for spin-up and spin-down Dirac
electrons, respectively. For the spin-up particles, the spinor wave
solution is scarred by an unstable periodic ray trajectory obeying
the Snell’s law, as indicated by the red-dashed path with high-
lighted pentagram markers. The spin-down Dirac electrons are
associated with a whispering gallery ray path due to the
continuous total internal reflections denoted by the blue dotted
segments. (b),(d) The corresponding phase-space representations
with regions below the critical black dashed lines satisfying the
total internal reflection at the boundary. The distinct quasibound
modes are from simultaneous resonances under the same system
parameters, leading to a relativistic quantum chimera. Further
signatures of the chimera state can be seen in the plot of the total
cross section versus the particle energy for different spin states (e)
and a net spin distribution with a dramatic spin-resolved
separation in the real space confined inside the cavity (f).

FIG. 4. Spin-selective caustic lens and skew scattering asso-
ciated with a Dirac quantum chimera. (a) Caustic patterns
resulting from the scattering of a spin unpolarized planar incident
wave traveling along the positive x axis (θ0 ¼ 0) with relatively
short wavelength, i.e., kR1 ¼ 70 ≫ 1, and (c) from scattering of
the wave propagating along the direction that makes an angle
θ0 ¼ π=4 with the x axis. (b),(d) The corresponding spatially
resolved near field net spin distributions measured by the
difference jψ↑j2 − jψ↓j2, respectively. (e) The resulting far-field
behavior characterized by the angular distributions of spin-
dependent differential cross sections with symmetric profiles
for θ0 ¼ 0 (left inset) and a spin-selective asymmetric one for
θ0 ¼ π=4 (right inset), where both insets are plotted by the eighth
root of σ↑ð↓Þdiff in order to weaken the drastic contrast variation in
magnitude for better visualization. Parameters are ξ ¼ 0.27,
R2=R1 ¼ 0.6, ν2 ¼ μ ¼ −ν1 ¼ 70, and E ¼ 70.

PHYSICAL REVIEW LETTERS 120, 124101 (2018)

124101-4



In the sufficiently short wavelength regime where the ray
picture becomes accurate, a spin-resolved lensing behavior
arises, due to the simultaneous occurrence of two distinct
quantum states associated with the chimera state. The
cavity can be regarded as an effective electronic
Veselago lens with a robust caustic function for spin-down
particles but the spin-up particles encounter simply a
conventional lens of an irregular shape. Particularly, for
a spin-unpolarized, planar incident wave, a spin-selective
caustic behavior arises, as shown in Figs. 4(a)–4(d) through
the color-coded near-field patterns. There is a pronounced
lensing caustic of the cusp type for the spin-down state
while a qualitatively distinct lensing pattern occurs for the
spin-up state. A consistent far-field angular distribution of
the differential cross section is shown in Fig. 4(e), which
gives rise to well-oriented or -collimated, spin-dependent
far-field scattering with the angle resolved profile mini-
mized into a small range due to the lensing effect. Despite a
lack of robust lensing, the spin-up particles in general
undergo asymmetric scattering, which can lead to spin-
polarized transverse transport in addition to longitudinal
spin filtering.
To summarize, we uncover a Dirac quantum chimera—a

type of relativistic quantum scattering states characterized
by the simultaneous coexistence of two distinct types of
behaviors as the manifestations of classical chaotic and
integrable dynamics, respectively. The physical origin of
the chimera state is the optical-like behavior of massless
Dirac fermions with both spin and pseudospin degrees of
freedom, which together define a spin-resolved Snell’s law
governing the chiral particles’ ballistic motion. The phe-
nomenon is predicted analytically based on quantum
scattering from a gate-defined annular junction structure.
The chimera has striking physical consequences such as
spin polarization enhancement, unusual quantum resonan-
ces, and spin-selective lensing, which are potentially
exploitable for developing 2D Dirac material-based elec-
tronic and spintronic devices.
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I. BASICS

The starting point of our analysis is the effective low-energy Hamiltonian of graphene or
graphene-like systems with Dirac cones:

H = vFs0 ⌦� ·p+ s0 ⌦s0Vgate(r)� sz ⌦s0M (r), (S1.1)

where the identity matrix s0 and the Pauli matrix sz act on the real electron spin space while
the Pauli matrices � = (sx,sy) and the identity matrix s0 define the sublattice pseudospin. The
first term in Eq. (S1.1) characterizes the pristine Dirac cone band dispersion with a four-fold
degeneracy at a Dirac point: two for the sublattice pseudospin and two for the real electron spin.
Since [sz⌦s0,H] = 0, it is equivalent to two copies of Dirac-like Hamiltonian indexed by the spin
quantum number s =±:

Hs = H0 +Vgate(r)� sM (r), (S1.2)
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where H0 = vF� ·p is effectively the fundamental Dirac-Weyl Hamiltonian describing the two-
dimensional free-space massless Dirac fermions. The Hamiltonian Hs acts on two-component
pseudospinor waves for the massless Dirac quasiparticles belonging to the real spin state s in
graphene or similar materials. The last two terms in Eq. (S1.1) represent the applied gate and
exchange potential, respectively.

In the main text, the calculations are for the scattering of such quasiparticles from the step
potential that can lead to spin-resolved ray-path defined classical dynamics in the short wave-
length limit. The scattering process is of the relativistic type for massless Dirac fermions. In the
following Secs. II-V, we develop an S-matrix based scheme to solve the relativistic quantum scat-
tering problem, which is validated computationally in Sec. VI. In Sec. VII, we provide a detailed
demonstration of the phenomenon of enhanced spin polarization as shown in Fig. 2(c) in the main
text.

II. MULTICHANNEL ELASTIC SCATTERING THEORY FOR TWO-DIMENSIONAL MASS-
LESS DIRAC FERMIONS - S-MATRIX APPROACH

The main theoretical tool that we employ to investigate the role of chaos in Dirac electron optics
is the formalism of stationary quantum scattering for two-dimensional massless Dirac fermions,
where the scatterer has an irregular shape and a finite range. The scattering process is assumed
to be elastic. The fundamental quantity of interest is the scattering (S-) matrix, from which all
physically relevant quantities characterizing the scattering process can be deduced.

In the free space, the system is governed by the stationary Dirac-Weyl equation

H0c = h̄vF� ·kc = Ec, (S2.3)

for which the plane-wave solutions for energy E = ah̄vFk is given by

ck(r) =
1p
2

✓

1
aeiqk

◆

eik·r, (S2.4)

where k =
q

k2
x + k2

y , a = sgn(E) and qk = arctan(ky/kx) characterize the propagating direction
parallel to the wavevector k for E > 0. For E < 0, the two directions are anti-parallel with each
other. In the polar coordinates r = r(cosq,sinq), the corresponding spinor cylindrical waves with
given angular momentum and energy are

khm(r,q) =
✓

Zm(kr)
iaZm+1(kr)eiq

◆

eimq, (S2.5)

where Zm is the m-th order Bessel or Hankel function of the physically relevant kind. In particular,
under the time convention e�iE/h̄t and for positive energy E > 0, we have

kh(�)
m =

 

H(2)
m (kr)

iH(2)
m+1(kr)eiq

!

eimq, (S2.6a)

as the cylindrical wave basis of the spinor waves of the incoming type, and

kh(+)
m =

 

H(1)
m (kr)

iH(1)
m+1(kr)eiq

!

eimq, (S2.6b)
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as the outgoing type, where H(1)
m and H(2)

m denote the Hankel functions of the first and second kind,
respectively.

For the scattering problem illustrated in Fig. 1 in the main text, the stationary wavefunction
outside the scatterer generally can be decomposed into two parts - incoming and outgoing waves:

Y = Yin +Yout . (S2.7)

In the spinor cylindrical wave basis for massless Dirac fermions with positive energy, the incoming
wave can be written as

Yin =
Â

m
am

kh(�)
m , (S2.8)

and the outgoing wave can be expressed as

Yout =
Â

m
am

Â

m0
Smm0 kh(+)

m0 , (S2.9)

where the coefficients am are determined to yield a desired kind of incoming test wave, Smm0

denotes the transition amplitude for an incoming cylindrical wave kh(�)
m scattered into an outgoing

one kh(+)
m0 . This defines the S-matrix with m and m0 covering all possible angular momentum

channels. We thus have

Y(r,q) =
Â

m
am

" 

H(2)
m (kr)

iH(2)
m+1(kr)eiq

!

eimq +
Â

m0
Smm0

 

H(1)
m0 (kr)

iH(1)
m0+1(kr)eiq

!

eim0
q

#

,

=
Â

m
2am

✓

Jm(kr)
iJm+1(kr)eiq

◆

eimq +
Â

m
am

Â

m0
(Smm0 �dmm0)

 

H(1)
m0 (kr)

iH(1)
m0+1(kr)eiq

!

eim0
q.

(S2.10)

To be concrete, we assume the incident wave to be a plane wave given by

ckin(r,q) =
1p
2

✓

1
eiqkin

◆

eikin·r =
1p
2

✓

1
eiq0

◆

eikr cos(q�q

0),

for massless Dirac fermions with positive energy E = h̄vFk and incident wavevector kin =
k(cosq

0,sinq

0) that makes an angle q

0 with the x axis. This defines the incident propagating
direction as shown in Fig. 1 in the main text. We have

ckin = Â

m

ime�imq

0

p
2

✓

Jm(kr)
iJm+1(kr)eiq

◆

eimq, (S2.11)

where the Jacobi-Anger expansion eizcosq =
Âm imJm(z)eimq has been used. Given the coefficients

am = am(q
0) =

ime�imq

0

2
p

2
, (S2.12)

and with the definition Tmm0 ⌘ Smm0 �dmm0 , we get

Y(r,q) = ckin +Â

m
am

Â

m0
Tmm0

 

H(1)
m0 (kr)

iH(1)
m0+1(kr)eiq

!

eim0
q. (S2.13)
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Far away from the scatterer center, i.e. kr � 1, the asymptotic wavefunction can be written as

lim
kr�1

Y = ckin +
f (q,q0)p

�ir

✓

1
eiq

◆

eikr, (S2.14)

where f is the scattering amplitude for two-dimensional massless Dirac fermions, which is related
to the differential cross section through

ds

dq

⌘ s(q,q0) = | f (q,q0)|2, (S2.15a)

the total cross section through

st(q
0) =

I
dq| f (q,q0)|2, (S2.15b)

the transport cross section through

str(q
0) =

I
dq(1� cosq)| f (q,q0)|2, (S2.15c)

and the skew cross section through

ssk(q
0) =

I
dqsinq| f (q,q0)|2. (S2.15d)

It follows from Eqs. (S2.13) and (S2.14) that

f (q,q0)p
�ir

✓

1
eiq

◆

eikr = lim
kr�1

Â

m
am

Â

m0
Tmm0

 

H(1)
m0 (kr)

iH(1)
m0+1(kr)eiq

!

eim0
q.

Finally, we obtain

f (q,q0) = i

r

2
pk Â

m0
Â

m
am(q

0)Tmm0(�i)m0
eim0

q. (S2.16)

Defining
fl(q

0) =
Â

m
am(q

0)Tml(�i)l =
Â

m
am(q

0)(Sml �dml)(�i)l, (S2.17)

we rewrite the scattering amplitude as

f (q,q0) = i

r

2
pk Â

l
fl(q

0)eilq,

which, when substituted into Eqs. (S2.15a)-(S2.15d), leads to convenient summation forms of the
various cross sections in terms of fl(q0) (and eventually the scattering matrix elements Sml) as

s(q,q0) =
2

pk

�

�

�

�

�

Â

l
fl(q

0)eilq

�

�

�

�

�

2

=
2

pk Â

l,l0
Â

m,m0
ama⇤m0(Sml �dml)(S⇤m0l0 �dm0l0)(�i)(l�l0)ei(l�l0)q,

(S2.18a)

st(q
0) =

4
k Â

l

�

� fl(q
0)
�

�

2
=

4
k Â

m,m0
am(T T †)mm0a⇤m0 , (S2.18b)
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str(q
0) = st(q

0)� 4
k Â

l
¬[ fl f ⇤l+1] = st(q

0)� 4
k Â

m,m0
¬

h

iam
�

T T̊ †�

mm0a⇤m0

i

, (S2.18c)

and

ssk(q
0) =

4
k Â

l
¡[ fl f ⇤l+1] =

4
k Â

m,m0
¡

h

iam
�

T T̊ †�

mm0a⇤m0

i

, (S2.18d)

where (T̊ †)lm0 ⌘ (T †)l+1,m0 = T ⇤
m0,l+1. All the scattering cross sections are functions of q

0 that
defines the direction of the incident wave with respect to the x axis. Averaging over all the incident
directions (q0), we obtain the cross sections that are independent of the angle q

0 as

st =
1

2p

I
dq

0
st(q

0) =
4
k Â

m,m0

1
2p

I
dq

0am(q
0)(T T †)mm0a⇤m0(q0) =

1
2k Â

m,l

�

�Tml
�

�

2
, (S2.19a)

str = st �
4
k Â

m,m0
¬



i
2p

I
dq

0am(q
0)(T T̊ †)mm0a⇤m0(q0)

�

=
1
2k Â

m,l

�

|Tml|2 �¬

⇥

iTmlT ⇤
m,l+1

⇤ 

,

(S2.19b)
and

ssk =
1
2k Â

l
Â

m,m0
¡

h

iTml(T̊ †)lm0
dmm0

i

=
1
2k Â

m,l
¡

⇥

iTmlT ⇤
m,l+1

⇤

. (S2.19c)

From the definition
Tml = Sml �dml, (i.e. T = S� I ),

we can calculate the characteristic cross sections once the scattering (S)-matrix is obtained.
In addition to the cross sections, associated with the S-matrix, another quantity of interest is the

Wigner-Smith delay time [1, 2] defined as

t(E) =�ih̄Tr


S† ∂S
∂E

�

, (S2.20)

which characterizes the temporal aspects of the scattering process. The delay time is related to the
density of states [3] through r(E) = t(E)/(2ph̄).

By definition, the transport cross section most appropriately characterizes the transport prop-
erty, which determines the transport relaxation time ttr according to the Fermi’s golden rule with
its reciprocal given by

1
ttr

= ncvFstr, (S2.21)

where nc is the concentration of identical scatterers that are assumed to be sufficiently dilute so that
multiple scattering effects can be neglected. If the system dimension is larger than the mean-free
path L = vFttr, from the semiclassical Boltzmann transport theory, we obtain the conductivity of
the system as

G
G0

= kFvFttr =
k

ncstr
, (S2.22)

where G0 = 2e2/h is the conductance quantum.
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III. S-MATRIX FOR ECCENTRIC ANNULAR SHAPED (RING) SCATTERER

We perform an explicit calculation of the S-matrix for the scatterer of annular shape defined by
two disks of different radii (R1,R2 < R1) with a finite relative displacement x of the disk centers,
as shown in Fig. 1(a) in the main text. For convenience, we adopt the convention that the unprimed
coordinates are defined by choosing the origin as the center of the larger disk O while the primed
ones have their origin at the small disk center O0. Applying the standard S-matrix formalism, we
obtain the wavefunction outside the eccentric annular scatterer, i.e., |r|>R1, in the unprimed polar
coordinates r = (r,q) as

Y

I(r) =
•

Â

m=�•

a0
m

"

k0h(2)m +
•

Â

m0=�•

Smm0 k0h(1)m0

#

, (S3.23)

where Smm0 denotes the S-matrix elements in terms of the two given channels indexed by m and
m0, respectively, and the coefficients a0

m are chosen to yield a desired kind of incident test wave.
Let k0h(2)m ⌘ a0

m
k0h(2)m and Smm0 ⌘ a0

mSmm0 , and so

Y

I(r) =
•

Â

m=�•

"

k0h(2)m +
•

Â

m0=�•

Smm0
k0h(1)m0

#

. (S3.24)

The wavefunction in the annular region (|r0|> R2 and |r|< R1) can be expressed in the unprimed
coordinates as

Y

II(r) =
•

Â

m=�•

•

Â

l=�•

ma1
l

"

k1h(2)l +
•

Â

l0=�•

Sod
ll0

k1h(1)l0

#

, (S3.25)

where the resulting matrix Sod ⌘ [Sod
ll0 ] characterizes the scattering from the off-centered small

inner disk and is non-diagonal. Making use of the addition property of the Bessel functions, we
obtain the following relation

Sod =U�1ScdU, (S3.26)

where the transformation matrices U = [Ulµ] = [Jµ�l(k1x)] and U�1 = [U�1
ml ] = [Jm�l(k1x)] are re-

sponsible for the eccentric displacement/deformation, and Scd = [Scd
l dll0 ] is the diagonal scattering

matrix for the centered inner disk scatterer in the primed coordinates with its elements Scd
l given

by

Scd
l =�

a1H(2)
l+1(k1R2)Jl(k2R2)�a2H(2)

l (k1R2)Jl+1(k2R2)

a1H(1)
l+1(k1R2)Jl(k2R2)�a2H(1)

l (k1R2)Jl+1(k2R2)
. (S3.27)

The S-matrix of the whole scatterer can thus be determined by the matching conditions at the
outer boundary |r| = R1. In Eqs. (S3.23) and (S3.25), k0,1h(1,2)m denote the basic spinor waves
consisting of the expanding basis indexed by the angular momentum in the polar coordinates and
are explicitly given in Eq. (S5.44a). In particular, for a given incident spinor wave with angular
momentum m, wavefunction matching for each momentum value j yields

a0
mH(2)

m (k0R1)dm j +a0
mSm jH

(1)
j (k0R1) =

ma1
jH

(2)
j (k1R1)+

Â

l

ma1
l Sod

l j H(1)
j (k1R1), (S3.28a)
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ia0

h

a0
mH(2)

m+1(k0R1)dm j +a0
mSm jH

(1)
j+1(k0R1)

i

= ia1

"

ma1
jH

(2)
j+1(k1R1)+

Â

l

ma1
l Sod

l j H(1)
j+1(k1R1)

#

.

(S3.28b)
Defining matrices

X(1,2) = [H(1,2)
m (k0R1)dm j], Y(1,2) = [H(1,2)

m+1 (k0R1)dm j], (S3.29a)

and
x(1,2) = [H(1,2)

m (k1R1)dm j], y(1,2) = [H(1,2)
m+1 (k1R1)dm j], (S3.29b)

we can rewrite the above equations in the following compact form

A0X(2) +A0SX(1) = Ax(2) +ASodx(1), (S3.30a)

a0

h

A0Y(2) +A0SY(1)
i

= a1

h

Ay(2) +ASody(1)
i

, (S3.30b)

with the coefficient matrices A0 = [a0
mdm j] and A= [ ma1

j ]. Solving the above equations, we arrive
at

S =�Y(2)�a0a1X(2)T
Y(1)�a0a1X(1)T

, (S3.31)

where T = F�1G with the conventions F = x(2) + Sodx(1),G = y(2) + Sody(1) and band indices
a0,1 = ±1. Substituting the S-matrix given in Eq. (S3.31) into Eq. (S3.30a), we obtain matrix A
consisting of the expansion coefficients ma1

l in the annular region as

A=
A0X(2) +A0SX(1)

x(2) +Sodx(1)
. (S3.32)

IV. CALCULATION OF WAVEFUNCTIONS

Inside the inner disk region, i.e., |r0| < R2, the wavefunction in the primed polar coordinates
r0 = (r0,q0) (with origin at the small disk center O0) is

e

Y

III(r0,q0) =
Â

m
Â

l

m
ebl

✓

Jl(k2r0)
is2Jl+1(k2r0)eiq0

◆

eilq0 . (S4.33)

The expansion coefficients m
ebl can be determined by the matching condition at the inner boundary

r0 = |r�⇠|= R2 between Y

(2)(r0,q0) and Y

(1)(r,q). To do so, it is convenient to reformulate the
wavefunction inside the annular region in the primed coordinates. Using the relations

Sod
ll0 = Â

j
Jl� jScd

j j Jl0� j, (S4.34a)

dll0 =
Â

j
Jl� jJl0� j, (S4.34b)
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and assuming l0 = j+n, we have

k1h(2)l +
•

Â

l0=�•

Sod
ll0

k1h(1)l0 ⌘
•

Â

l0=�•

"

dll0
k1h(2)l0 +

Â

j
Jl� jScd

j j Jl0� j
k1h(1)l0

#

,

=
Â

l0
Â

j
Jl� j

h

Jl0� j
k1h(2)l0 +Scd

j j Jl0� j
k1h(1)l0

i

,

=
Â

j
Jl� j



Â

n
Jn

k1h(2)j+n +Scd
j j Â

n
Jn

k1h(1)j+n

�

.

(S4.35)

Making use of the Graf’s addition theorem [4] for the Bessel functions Z j 2
n

Jj,H
(1,2)
j

o

:

Z j(kr0)ei jq0 =
Â

n
Jn(kx)Z j+n(kr)ei( j+n)q,

we can rewrite the Eq. (S4.35) in the primed coordinates as

k1h(2)l +
•

Â

l0=�•

Sod
ll0

k1h(1)l0 =
Â

j
Jl� j

h

k1
eh(2)j +Scd

j j
k1
eh(1)j

i

, (S4.36)

where
k1
eh(1,2)j =

 

H(1,2)
j (k1r0)

ia1H(1,2)
j+1 (k1r0)eiq0

!

ei jq0 . (S4.37)

Substituting this expression into Eq. (S3.25), we obtain the wavefunction for the annular region in
the primed coordinates as

e

Y

II(r0,q0) =
Â

m
Â

l
Â

j

ma1
l Jl� j

h

k1
eh(2)j +Scd

j j
k1
eh(1)j

i

=
Â

m
Â

l

m
ea1

l

h

k1
eh(2)l +Scd

ll
k1
eh(1)l

i

, (S4.38)

where
m
ea1

l = Â

j

ma1
jJ j�l(k1x). (S4.39)

Imposing the continuity of the wavefunction at r0 = R2, we get

m
ebl =

m
ea1

l
H(2)

l (k1R2)+Scd
ll H(1)

l (k1R2)

Jl(k2R2)
. (S4.40)

With the expansion coefficients ma1
l , m

ea1
l , and m

ebl so determined and the scattering matrices
S,Sod,Scd obtained in the relevant regions via Eqs. (S3.32, S4.39, S4.40) and Eqs. (S3.31, S3.26,
S3.27), respectively, we can calculate the wavefunctions accordingly, which together give the full
wavefunction in the entire space.

V. IDEAL CENTRIC CASE: ANALYTIC RESULTS

For the centric case, i.e., x= 0, we can obtain the analytic solutions of the scattering problem via
the standard technique of partial wave decomposition. In particular, due to the circular rotational
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symmetry and hence conservation of the total angular momentum, the partial waves outside the
annular scatterer (r > R2) can be written as

y

I
m = k0h(2)m +Sm

k0h(1)m . (S5.41)

Inside the annular region R1 < r < R2, the waves are

y

II
m = Am

h

k1h(2)m +Scd
m

k1h(1)m

i

(S5.42)

and
y

III
m = Bm

k2
cm, (S5.43)

in the inner disk region r < R2, where [k0,k1,k2] = [|E0|, |E0 �V1|, |E0 �V2|]/h̄v,

k0,1h(1,2)m =

 

H(1,2)
m (k0,1r)

ia0,1H(1,2)
m+1 (k0,1r)eiq

!

eimq, (S5.44a)

and

cm =

✓

Jm(k2r)
ia2Jm+1(k2r)eiq

◆

eimq, (S5.44b)

with a0,1,2 = ±1 being the band index defined as the signs of E0,(E0 �V1,2), respectively, and
m = 0,±1,±2, · · · denote the orbital angular momentum. The scattering amplitudes Sm,Scd

m and
the expansion coefficients Am,Bm can be determined from the boundary conditions y

I
m(R1,q) =

y

II
m(R1,q);y

II
m(R2,q) = y

III
m (R2,q), leading to the following linear matrix equation

0

B

B

B

B

@

H(2)
m (k1R2) �Jm(k2R2) H(1)

m (k1R2) 0
a1H(2)

m+1(k1R2) �a2Jm+1(k2R2) a1H(1)
m+1(k1R2) 0

H(2)
m (k1R1) 0 H(1)

m (k1R1) �H(1)
m (k0R1)

a1H(2)
m+1(k1R1) 0 a1H(1)

m+1(k1R1) �a0H(1)
m+1(k0R1)

1

C

C

C

C

A

0

B

B

@

Am
Bm
Cm
Sm

1

C

C

A

=

0

B

B

B

@

0
0

H(2)
m (k0R1)

a0H(2)
m+1(k0R1)

1

C

C

C

A

,

(S5.45)
where Cm ⌘ AmScd

m . From the standard quantum scattering theory, we have that Sm is an element
of the S-matrix for the concentric circular scatterer, which is diagonal in the basis of angular
momentum states m. Solving Eq. (S5.45), we obtain the coefficients as

Am =
H(2)

m (k0R1)+H(1)
m (k0R1)Sm

H(2)
m (k1R1)+H(1)

m (k1R1)Scd
m

; Bm = Am
H(2)

m (k1R2)+H(1)
m (k1R2)Scd

m
Jm(k2R2)

, (S5.46a)

while the scattering amplitudes for the whole scatterer are given by

Sm =�
a0xmH(2)

m+1(k0R1)�a1ymH(2)
m (k0R1)

a0xmH(1)
m+1(k0R1)�a1ymH(1)

m (k0R1)
, (S5.46b)

where xm = H(2)
m (k1R1)+H(1)

m (k1R1)Scd
m and ym = H(2)

m+1(k1R1)+H(1)
m+1(k1R1)Scd

m with Scd
m given

by Eq. (S3.27).
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FIG. S1. Validation of the S-matrix approach through the closed-form analytic constrains imposed by
the symmetry of the system. (a) Plot of the diagonal elements S�(l+1),�(l+1) versus Sll , where the thick
black line is the theoretical prediction of Eq. (S6.49), (b) real and imaginary parts of Sll , (c) false color-
coded map of the magnitudes of the full scattering matrix elements with a proper cut-off at l = ±102 (the
scale bar shows the fourth root of magnitudes |Sll0 |); (d) the skew cross section ssk (purple line) and the
total cross section st (light blue curve) as a function of the energy for incident waves propagating parallel
to the symmetry axis, where the vanishing skew (asymmetric) scattering, i.e., ssk ⌘ 0, is consistent with the
prediction of Eq. (S6.51). Parameters adopted for (a)-(c) are E = 70, R2/R1 = 0.6, x = 0.3, v1 =�140, and
v2 = 0. For (d), the parameters are R2/R1 = 0.6, x = 0.3, v1 =�10 and v2 = 40.

VI. VALIDATION OF THE S-MATRIX APPROACH

A. Symmetry constraints

In spite of the lack of circular rotational symmetry, the system possesses a mirror (parity) sym-
metry, which imposes certain constrains on the S-matrix and leads to vanishing of skew (asym-
metric) scattering provided that the incident wave propagates along the axis of the symmetry. In
particular, for the configuration shown in Fig. 1(a) in the main text, for spinor scattering we can
explicitly write the representation of the parity symmetry operation as Px = sxRy with Ry, which
is the reflection operator that acts in the physical (position) space with respect to the x axis via the
operations x ! x(kx ! kx) and y !�y(ky !�ky,q !�q). As such, the system is invariant under
parity, stipulating the relation PxHP�1

x = H so that PxY is still a state of the system with the same
energy. Under the operation of Px, the spinor cylindrical wave kh(1,2)m of given orbital angular
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momentum m (corresponding to total angular momentum L = m+1/2) can be transformed as

Px
kh(1,2)m = isxRy

 

H(1,2)
m (kr)

iaH(1,2)
m+1 (kr)eiq

!

eimq = (�)m+1ia

 

H(1,2)
�(m+1)(kr)

iaH(1,2)
�m (kr)eiq

!

e�i(m+1)q,

= (�)m+1ia kh(1,2)�(m+1).

(S6.47)

Applying this relation to the resulting state Y

(0) given in Eq. (S3.23), we obtain

PxY

I =
Â

m
Pxa0

mP�1
x Pxym =

•

Â

m=�•

Pxa0
mP�1

x Px

"

k0h(2)m +
•

Â

m0=�•

Smm0 k0h(1)m0

#

,

=
•

Â

m=�•

a0
m(�)m+1ia0

"

k0h(2)�(m+1) +
•

Â

m0=�•

PxSmm0P�1
x (�)m0�m k0h(1)�(m0+1)

#

,

⌘
Â

n
c0

nyn =
•

Â

n=�•

c0
n

"

k0h(2)n +
•

Â

n0=�•

Snn0
k0h(1)n0

#

,

(S6.48)

with deduced identities n ⌘�(m+1), n0 ⌘ �(m0+1), c0
n ⌘ a0

m(�)m+1ia0 = Pxa0
mP�1

x (�)m+1ia0.
We thus have

Snn0 ⌘ S�(m+1),�(m0+1) = PxSmm0P�1
x (�)m0�m = (�)m0�mSmm0 . (S6.49)

In particular, for m = m0, i.e., the diagonal elements, we have Smm = S�(m+1),�(m+1). Under such
constrains and using the definition of fl(q0) given in Eq. (S2.17), we have

fl(q
0) =

Â

m
am(q

0)(Sml �dml)(�i)l,

=
Â

m

ime�imq

0

2
p

2

h

(�)m�lS�(m+1),�(l+1)�d�(m+1),�(l+1)

i

(�i)2l+1(�i)�(l+1),

= eiq0
Â

m

i�(m+1)e�i(m+1)q0

2
p

2

⇥

S�(m+1),�(l+1)�d�(m+1),�(l+1)
⇤

(�i)�(l+1),

= eiq0
Â

m0
am0(�q

0)
⇥

Sm0,�(l+1)�dm0,�(l+1)
⇤

(�i)�(l+1) ⌘ eiq0 f�(l+1)(�q

0).

(S6.50)

For q

0 = 0 (p), i.e., when the incident wave propagates parallel (anti-parallel) to the axis of the
mirror symmetry, we obtain fl =± f�(l+1), based on which we can rewrite the skew cross section
in Eq. (S2.18d) as

ssk|
q

0=0(p) =
4
k Â

l
¡[ fl f ⇤l+1] =

4
k

¡

(

| f0|2 +
•

Â

l=0

h

fl f ⇤l+1 + f�(l+1+1) f ⇤�(l+1)

i

)

,

=
4
k

¡

"

| f0|2 +
•

Â

l=0
2¬( fl f ⇤l+1)

#

⌘ 0.

(S6.51)

These basic symmetry induced, exact constrains given by the closed forms in Eqs. (S6.49) and
(S6.51) can serve as benchmarks for validating the S-matrix approach. Note that, while theoreti-
cally the dimension of the S-matrix is infinite, in practice a finite truncation is needed for a given
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FIG. S2. Validate the S matrix approach by showing the convergence to the integrable case. For the
case of classically integrable dynamics, the agreement between the theoretically predicted cross section
values [the black curve calculated from Eqs. (S5.46b)] and the numerical results as x approaches zero.
Parameters are R2/R1 = 0.6, v1 =�10, and v2 = 40.

energy E since channels with higher angular momenta l � ER/h̄v cannot be excited effectively
and thus have negligible contribution to the scattering process. Representative results are shown in
Fig. S1. We obtain a good agreement between the theoretical prediction and the simulation results
from properly truncated S-matrices.

B. The case of x ! 0

Numerically, it is straightforward to validate the S-matrix approach indirectly by evaluating the
convergence of the value of the cross section to the theoretical value for the limiting case of x ! 0
at which the classical dynamics are integrable. As shown in Fig. S2, a good agreement is achieved
for x < 0.01.

VII. FULL DATA SET FOR THE PLOT FIG. 2(C) IN THE MAIN TEXT

Figure S3(a) shows the spin polarization versus x and the Fermi energy E, where the deep sky-
blue regions in the energy domain indicating higher values of spin polarization become extended
as x is increased and exceeds the value of 0.2. Figure S3(b) shows the average spin conductivities
versus x, where the conductivity for the spin up population is a deceasing function of x but that for
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the spin down state is essentially constant. Thus, on average the spin up particles undergo signifi-
cantly stronger backward scattering as compared with the spin down particles, generating a severe
spin imbalance (e.g., for x = 0.3) and consequently, significantly enhanced spin polarization. To
appreciate the role of deformation played in generating a strong Dirac quantum chimera state, we
calculate the average differential cross section Dsdi f f ⌘ (E2�E1)�1 R E2

E1
(s"

di f f �s

#
di f f )dE versus

the backward scattering angle q for two cases: x = 0 and x = 0.3, as shown in Fig. S3(c). A
schematic illustration of the generation of spin polarization is shown in Fig. S3(d).

FIG. S3. Spin polarization enhancement as a result of Dirac quantum chimera. (a) Color-coded map
of spin polarization Pz as a function of energy E and eccentricity x, (b) spin conductivities averaged over a
given Fermi energy range versus x, where the red curve is vertically shifted by an arbitrary amount for better
visualization, (c) illustration of a chaos rendered spin rheostat tuned by x, and (d) a schematic illustration
of the generation of spin polarization.

VIII. FEASIBILITY OF EXPERIMENTAL IMPLEMENTATION

In general, the emergence of a Dirac chimera relies on the optical like behavior of Dirac elec-
trons and Dirac cone splitting, which can be realized in current experimental systems of graphene.
In particular, given the graphene lattice constant and typical values of the Fermi wavelength (e.g.,
lF ⇠ 20nm), a Dirac description of the step potential requires the length scale characterizing the
junction sharpness to be d ⇠ 1nm, which has been recently achieved experimentally for a circular
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junction geometry [5]. The size of the junction can be tuned to the micrometer scale (� lF ),
validating the short wavelength approximation [6]. Furthermore, the experimentally achievable
strength of the exchange potential for graphene is strong enough to enable Dirac cone splitting
at the room temperature [7], providing a base for experimentally observing the predicted Dirac
quantum chimera.
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