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Nonhyperbolicity, as characterized by the coexistence of Kolmogorov-Arnold-Moser (KAM) tori and chaos
in the phase space, is generic in classical Hamiltonian systems. An open but fundamental question in physics
concerns the relativistic quantum manifestations of nonhyperbolic dynamics. We choose the mushroom billiard
that has been mathematically proven to be nonhyperbolic, and study the resonant tunneling dynamics of a
massless Dirac fermion. We find that the tunneling rate as a function of the energy exhibits a striking “clustering”
phenomenon, where the majority of the values of the rate concentrate on a narrow region, as a result of the chaos
component in the classical phase space. Relatively few values of the tunneling rate, however, spread outside
the clustering region due to the integrable component. Resonant tunneling of electrons in nonhyperbolic chaotic
graphene systems exhibits a similar behavior. To understand these numerical results, we develop a theoretical
framework by combining analytic solutions of the Dirac equation in certain integrable domains and physical
intuitions gained from current understanding of the quantum manifestations of chaos. In particular, we employ
a theoretical formalism based on the concept of self-energies to calculate the tunneling rate and analytically
solve the Dirac equation in one dimension as well as in two dimensions for a circular-ring-type of tunneling
systems exhibiting integrable dynamics in the classical limit. Because relatively few and distinct classical periodic
orbits are present in the integrable component, the corresponding relativistic quantum states can have drastically
different behaviors, leading to a wide spread in the values of the tunneling rate in the energy-rate plane. In
contrast, the chaotic component has embedded within itself an infinite number of unstable periodic orbits, which
provide far more quantum states for tunneling. Due to the nature of chaos, these states are characteristically
similar, leading to clustering of the values of the tunneling rate in a narrow band. The appealing characteristic
of our work is a demonstration and physical understanding of the “mixed” role played by chaos and regular
dynamics in shaping relativistic quantum tunneling dynamics.
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I. INTRODUCTION

A challenging and fundamental problem in the field
of quantum chaos1 is to explore and understand quantum
manifestations of chaotic behaviors in situations where the
classical dynamics is nonhyperbolic. In classical Hamiltonian
systems, nonhyperbolicity is characterized by the coexistence
of chaos and Kolmogorov-Arnold-Moser (KAM) tori in the
phase space, hence the term “mixed phase space.”2–4 The
problem has been addressed previously but mostly in the
realm of nonrelativistic quantum mechanics governed by the
Schrödinger equation. For example, in open Hamiltonian
systems where the classical dynamics is chaotic scattering,
the presence of KAM tori can result in enhanced fluctuations
of the semiclassical S-matrix elements5 or even lead to fractal
fluctuations.6

Development of graphene7,8 physics in the past decade
stimulated a great deal of interest in relativistic quantum
mechanics as applied to solid-state devices. Graphene systems,
such as quantum dots that exhibit chaos in the classical limit,
have been studied with respect to issues such as the energy-
level statistics, quantum scars, and scattering dynamics.9 From
the classical point of view, nonhyperbolic systems are generic,
while integrable and fully chaotic systems are the exceptions,
as the latter correspond to the two opposite extreme cases
in the spectrum of nonlinear Hamiltonian systems. Thus, in
applications of graphene devices, nonhyperbolic dynamics

is expected to be more common than integrable or chaotic
dynamics, and this demands a good understanding of the
relativistic quantum manifestations of nonhyperbolicity.

The linear energy-momentum relation in graphene systems,
which is characteristic of relativistic quantum motion, how-
ever, holds only approximately near the Dirac points in the
energy-band diagram. In addition, while the motion of elec-
trons in graphene near a single Dirac point can be described by
the Dirac equation,8 in realistic systems the coupling between
motions associated with the coexisting Dirac points cannot
be neglected. Thus, strictly speaking, the study of chaotic
graphene systems can lead only to a partial understanding
of various phenomena in the emergent field of relativistic
quantum chaos. To obtain a complete picture, fermion systems
governed by the Dirac equation must be studied. In this regard,
the manifestation of classical chaos in a strictly relativistic
quantum system, the neutrino billiard, was first studied by
Berry and Mondragon,10 who developed a boundary-integral
method to calculate the eigenvalues and eigenvectors of
the zero-mass Dirac equation in two-dimensional chaotic
domains. Quite recently, a conformal-mapping based method
with great computational efficiency has been developed for the
Dirac equation, revealing the existence of a class of “chiral”
scars11 with unusual phase properties. The relativistic quantum
tunneling dynamics has also been studied.12 However, in all
these works, the underlying classical system is fully chaotic,
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FIG. 1. (Color online) Classical trajectories and phase map
(billiard map) of a mushroom billiard that consists of a semicircular
cap and a rectangular stem. The top row shows three different types
(I–III) of classical trajectories: stable and marginally stable periodic,
as well as chaotic orbits. The bottom panel depicts the phase map
in the phase space defined by the boundary arc length and the
incident angle. The regions separated by the red vertical dashed lines
correspond to the line/arc boundary segments marked in (II).

or hyperbolic in which all periodic orbits are unstable. To our
knowledge, there has been no prior work on the relativistic
quantum manifestations of nonhyperbolic chaotic systems.

A paradigm of nonhyperbolic chaotic systems is the
“mushroom” billiard for which a mathematical proof of non-
hyperbolicity was obtained by Bunimovich.13 A representative
mushroom billiard is shown in the top row of Fig. 1, together
with some typical orbits. Nonhyperbolicity with a mixed phase
space can be seen in the bottom panel that depicts the phase
map of the incident angle versus the arc length along the
mushroom boundary. By placing a finite potential barrier along
the vertical, symmetric line of the billiard, we effectively
generate the setting of resonant tunneling where a particle can
tunnel through the barrier from one side of the billiard to the
other. We assume that the particle is a massless Dirac fermion,
whose motion is governed by the Dirac equation, and we focus
on the effect of nonhyperbolicity on the tunneling rate γ (E),
the fundamental quantity characterizing the quantum tunneling
dynamics, which depends on the particle energy E. Our
main finding is that nonhyperbolicity leads to a “clustering”
phenomenon where the majority of the values of γ (E) fall
into a narrow “band” in the (E,γ ) plane, with relatively
few values outside the band. To understand this clustering
phenomenon, we develop a theoretical framework based on the
concept of self-energies to calculate the tunneling rate. We then
analytically solve the Dirac equation both in one and in two
dimensions for a circular-ring type of tunneling systems with
integrable dynamics in the classical limit. Due to the presence
of relatively few and distinct classical periodic orbits in the
integrable component, the corresponding relativistic quantum
states can have drastically different behaviors, leading to a
wide spread of the values of the tunneling rate in the (E,γ )
plane. However, the chaotic component provides significantly
more quantum states for tunneling due to the infinite set of

unstable periodic orbits embedded therein. These states are
dynamically “similar” because of the ergodic nature of chaos,
and this leads to the clustering of the values of the tunneling
rate in a narrow band.

We remark that there were recent works on nonrelativistic
quantum tunneling in nonhyperbolic chaotic systems but in the
phase space such as the tunneling from regular KAM islands
to the surrounding chaotic sea.14 While we also deal with
nonhyperbolic systems, the setting of our problem is resonant
tunneling in the physical space in relativistic quantum systems.

In Sec. II, we describe the classical dynamics of the
mushroom-billiard system, discuss our method to solve the
Dirac equation in an arbitrary closed domain, and present
an approach to calculating the quantum tunneling rate. In
Sec. III, we present numerical results of the clustering
phenomenon in the rate-energy plane for both Dirac fermion
and graphene systems. In Sec. IV, we develop a theoretical
framework, combining analytic results from solutions of the
Dirac equations in certain integrable domains and physical
insights, to understand the numerical findings. Concluding
remarks are offered in Sec. V.

II. THE MUSHROOM BILLIARD: NONHYPERBOLIC
CLASSICAL DYNAMICS, SOLUTIONS OF THE DIRAC

EQUATION, AND THE TUNNELING RATE

A. Nonhyperbolic dynamics in the classical limit

The mushroom billiard exhibits a mixed phase space and
the distribution of the recurrence time is algebraic, a typical
characteristic of chaotic Hamiltonian systems.3,4 It is one of
the very few Hamiltonian systems for which these features can
be proven rigorously,13 and the corresponding nonrelativistic
quantum tunneling dynamics has been studied.15 As shown
in the top row of Fig. 1, in the classical limit, there are
stable and marginally stable periodic orbits, as well as chaotic
orbits. To generate a phase space, we note that the dynamics
of the collision follows the simple rule of reflection. A
discrete-time billiard map can then be derived where two
dynamical variables, the boundary arc length from the left
corner of the mushroom cap and the incident angle at a collision
point, can be used to characterize the trajectories, as shown in
the bottom panel of Fig. 1. One can identify two regions in
the physical space responsible for the integrable dynamics:
one corresponding to the semicircle πR and the two boundary
segments R − r in which there are periodic orbits around the
mushroom cap (type-I orbit in Fig. 1), and another located
within the two boundary segments h for small incident angles
(type-II marginally stable periodic orbit in Fig. 1). The area
of the latter in the billiard map increases with the length
of the mushroom stem. When the incident angle becomes
sufficiently large on the stem part (or small on the cap part) of
the boundary, the trajectories are chaotic, covering both parts
of the mushroom, as shown as the type-III orbit in Fig. 1.

B. Numerical solutions of the Dirac equation

The Dirac equation for massless fermion reads

[v(σ · p) + V ] ψ = Eψ, (1)
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where v is the Fermi velocity (e.g., ∼106 m/s for graphene),
α = σ = (σx,σy) are the Pauli matrices, and V = V (x,y) is
the potential function. We solve the equation in the mushroom
domain by using the efficient finite-difference method that
we have recently developed,17 with a proper treatment of the
boundary conditions and a strategy to overcome the Fermion
doubling effect. In particular, the fact that the solutions of the
massless Dirac equation are nonlocal16 has long been recog-
nized as an obstacle to using the Dirac equation as a quantum
mechanical framework. The problem of this nonlocalization
is rooted in both the boundary treatment of the massless
Dirac equation in a confined domain as well as the spatial
discretization in the numerical solution. Instead of letting the
wave function be zero as in a typical confined, nonrelativistic
quantum system, one must set zero the outgoing current flux for
a massless Dirac fermion. While straightforward discretization
of the space will cause the massless Dirac equation to have
localized solutions, a nonlocalized solution requires that the
Dirac spinor and the Dirac equation be numerically evaluated
at different locations in the space. The method17 allows us
to obtain a large number of eigenvalues and the associated
eigenstates for the whole closed domain.

C. Method to calculate the relativistic quantum tunneling rate

Throughout this paper, we use the tunneling rate to quantify
the underlying relativistic quantum tunneling dynamics. For a
symmetric closed domain with a potential barrier located along
the line of symmetry so that the subdomains on both sides of
the barrier are effectively potential wells, the tunneling rate
characterizes how fast a quantum particle can tunnel through
the potential barrier, in a probabilistic sense. Specifically,
suppose that initially, the probability of finding the particle
in one well is unity. The tunneling rate is determined by the
inverse of the time required to observe a substantial fraction
of the probability in the other well.

For nonrelativistic quantum tunneling, due to the geomet-
rical symmetry in the double-well system, the eigenstates are
either symmetric or antisymmetric about the central barrier.
A symmetric/antisymmetric pair means that, on one side of
the double well, the eigenfunctions completely overlap, while
on the other side, the eigenfunctions differ by the factor of
−1. The tunneling rate is thus given by the energy splitting
�E between the symmetric and antisymmetric eigenstate
pairs,18 which can be seen, as follows. Suppose we have
symmetric and antisymmetric eigenstate pairs ψS and ψA.
Define a new state ψ(t) = ψSe

−iES t/h̄ + ψAe−iEAt/h̄. At time
t = 0, ψ(0) = ψS + ψA describes a state in which the particle
can be found only on one side of the double well. We let
this state evolve and find that at time t0 = πh̄/�E, where
�E = |ES − EA|, ψ(t0) ∝ ψS − ψA, the particle has tunneled
to the other side of the well.

For Dirac fermion or graphene systems, such an energy
splitting cannot be defined in general, for the following
two reasons. (1) There is no clear criterion to separate
symmetric/antisymmetric pairs from other mixed states. That
is, a symmetric state cannot necessarily be paired with
a corresponding antisymmetric state. (2) For a massless
Dirac fermion, because of the violation of the time-reversal
symmetry,10 the reflection symmetry is also broken. In par-

ticular, due to the derivative relation of the two components
of the spinor wave function from the Dirac equation (1), if
one component of the spinor eigenstate is symmetric, the
other component will be antisymmetric. As a result, the
whole spinor eigenstate itself does not have to be symmetric
or antisymmetric. We thus see that, for relativistic quantum
tunneling systems, a new and more general definition of the
tunneling rate is needed. A practical method is to construct
a special class of initial states, states that concentrate on one
side of the potential barrier only, and to monitor their time
evolution. The time it takes for the probability concentration
to switch between the two sides of the barrier is proportional
to the tunneling rate.

Our approach is the following.12 For an arbitrary symmetric
double-well system, we pick a random linear combination
of eigenstates denoted as ψ = ∑

n anψn(r), where it is not
necessary to run n over all eigenstates, assuming that the
eigenstates can be solved for any closed geometry. We then
keep only the left side of ψ and set the right side and the barrier
part of ψ to zero. We renormalize this state and denote it as ψ̄ =∑

n ānψ
L
n (r), where ān’s are the renormalized coefficients, and

ψL
n (r) = ψn(r) for r in the left well, and ψL

n (r) = 0 otherwise.
Next, we let this state ψ̄ evolve with time. It is necessary to
express it in terms of a linear combination of all eigenstates,
ψ̄ = ∑

m bmψm(r), where the summing index m runs through
all eigenstates. The coefficients bm can then be calculated as

bm =
∫

D

ψ∗
mψ̄d r =

∫
L

ψ∗
m

∑
n

ānψ
L
n d r

=
∑

n

ān

∫
L

ψ∗
mψnd r, (2)

where D and L denote the integration domains of the whole
double well and of the left well, respectively. The time evolu-
tion of the state ψ̄ is then given by ψ̄(t) = ∑

m bmψme−iEmt/h̄.
Because the particle state is initially confined within the left
well, to characterize the tunneling process of this state, we
calculate the probability that the particle is found in the left
well with respect to time, PL(t) = ∫

L
|ψ̄(t)|2d r . Typically,

the tunneling rate R is found at the time when PL(t) reaches
minimum for the first time, i.e.,

R ∼ 1/�T, (3)

where the proportional constant can be determined using
simple analyzable models (see Sec. IV B). This definition is
more general because for nonrelativistic quantum tunneling,
where symmetric/antisymmetric eigenstate pairs do exist, it
reduces to �E used in, e.g., Ref. 18.

III. MANIFESTATION OF NONHYPERBOLIC CLASSICAL
DYNAMICS IN RELATIVISTIC QUANTUM

TUNNELING: CLUSTERING OF TUNNELING RATE

Figure 2 shows the relativistic quantum tunneling rate
versus the energy for a mushroom double-well system. Four
representative points of different levels of tunneling are
identified, which correspond to four characteristically different
classical orbits in the mushroom billiard. In particular, the
group of points with the highest tunneling rates, e.g., the red
dot marked by (a), are associated with the states concentrating
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FIG. 2. (Color online) Tunneling rates and eigenstates for a
massless Dirac fermion in the mushroom billiard for r = 0.25R and
h = 0.6R. The height and width of the potential barrier are V0 = 60
and w = 0.15, respectively. The first and second rows of patterns
show the intensity distributions of the φ and χ components of the
Dirac spinor, respectively. The four red points in the tunneling-rate
plot (upper panel) correspond to the patterns for (a) a stable periodic
orbit of type-II orbit, (b) a marginally stable periodic orbit of type-I
orbit, (c) an orbit with extremely low tunneling rate, and (d) a chaotic
orbit of type III.

in the stem of the mushroom, as shown by the associated
eigenstates in Fig. 2(a). These states correspond to the classical
trajectories of type-II in Fig. 1. Figure 2(b) shows another
type of states, those that circle around the mushroom cap,
which correspond to the classical trajectory of type-I in Fig. 1.
The tunneling rates for this class of states are somewhat
intermediate. Figure 2(c) show an eigenstate with relatively
low tunneling rate, which is a state localized on the narrow
regions near but parallel to the potential barrier, leading to
extremely small probability for the state to cross the barrier. No
classical periodic orbits can be identified to correspond to such
states, due to the potential barrier along the symmetric line of
the billiard. Overall, the cases in Figs. 2(a)–2(c) correspond to
the integrable component of the classical dynamics. Because
of the large variation in the structure of the classical orbits
in the integrable component, there is a wide spread in the
relativistic quantum tunneling rate. In contrast, eigenstates
corresponding to chaotic orbits are “similar” in the sense
that they tend to spread over the entire classically allowed
region in the billiard domain. As a result, the variation
in their tunneling rates is significantly reduced. One such
eigenstate is shown in Fig. 2(d). Since the chaotic orbits
are uncountable (versus countable orbits belonging to the
integrable component), a large number of eigenstates with
similar values of the tunneling rate exist, leading to clustering
of the rates into a relatively narrow band, as indicated in Fig. 2.
The clustering phenomenon persists when the geometry of
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FIG. 3. (Color online) Tunneling rates and representative eigen-
states for massless Dirac fermion in mushroom billiard for r =
0.125R and h = 0.6R.

the mushroom is varied, such as by decreasing or increasing
the size of the rectangular stem relative to the radius of the
semicircle, as shown in Figs. 3 and 4, respectively. For those
cases, an examination of the corresponding classical phase
map reveals that shrinking the width of the mushroom stem
makes regular trajectories bouncing between the two walls
of the stem more pronounced. This leads accordingly to more
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FIG. 4. (Color online) Tunneling rates and representative eigen-
states for massless Dirac fermion in mushroom billiard for r = 0.5R

and h = 0.6R.
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FIG. 5. (Color online) Tunneling rates and representative eigen-
states for mushroom billiard made of graphene. The dimensions of
the graphene system and the barrier height and width are proportional
to those of the Dirac-fermion tunneling system in Fig. 2, but the first
and the second rows of patterns represent, instead of Dirac spinors,
the A and B atoms in the graphene unit cell. The eigenenergies
and eigenstates are calculated by using the standard tight-binding
Hamiltonian for the closed graphene system. The legend is the same
as that in Fig. 2.

pronounced corresponding relativistic quantum eigenstates. In
contrast, enlarging the stem width makes the formation of such
“stem states” more difficult, leading to values of the tunneling
rate significantly smaller than those in the clustered band.

A similar clustering phenomenon occurs for mushroom
billiard of the same geometry but made entirely of graphene,
as shown in Fig. 5. It should be noted, however, that the similar
tunneling phenomenon presented in the graphene system
shall not be mixed with the single massless Dirac fermion
system. For applications to graphene specifically, there are
recent developments19 concerning the proper field theoretical
frameworks. There are also semiclassical approaches20 to
the Dirac equation and its time evolution and time-reversal
properties.21

The placement of the clustering bands separated by gold
dashed lines in Figs. 2–5 are heuristic because, for any
given small energy interval, the values of the tunneling rate
associated with the chaotic orbits are “embedded” and “mixed”
with some values due to the localized states in the integrable
component. It is thus difficult to have “clear-cut” values of the
chaotic tunneling rate. Nonetheless, the clustering band has
two features. First, the width of band appears to increase with
energy. This feature is in fact shared by nonrelativistic quantum
tunneling in chaotic domains, where it was observed18 that the
variance of the tunneling rate in a moving window increases
with the energy, and this behavior can be explained by using
Berry’s random-phase approximation22 for eigenstates in a
fully chaotic domain. Second, for E → 0, the values of the

tunneling rate do not approach zero, in dramatic contrast to
nonrelativistic quantum tunneling. This is due to the uniquely
relativistic quantum phenomenon of Klein tunneling.23

IV. THEORY

A. General framework

To develop a theoretical understanding of relativistic
quantum tunneling in classically nonhyperbolic systems,
we make use of the concept of self-energy from quantum
transport theory.24,25 The mushroom domain can be regarded
as consisting of two closed symmetric wells coupled through
the potential barrier along the line of symmetry. For a given
state localized in one well, the tunneling rate is effectively
the decaying rate of a Dirac fermion into the other well. For
convenience, we denote the left well by superscript (1), and
the barrier together with the right well by superscript (2), as
shown in Fig. 6. The Dirac equation for the whole double-well
system can then be written in terms of the Hamiltonians for
regions (1) and (2),[

H1 V12

V21 H2

] [
ψ (1)

ψ (2)

]
= E

[
ψ (1)

ψ (2)

]
, (4)

where Vij are the coupling matrices. If the left well were itself
closed, i.e., if it were surrounded by infinitely high potential,
the equation would become H1ψ

(1) = E1ψ
(1). The effect of

coupling with the right well can be treated as an equivalent
energy term 	R , and we have

(H1 + 	R)ψ (1) = Eψ (1), (5)

where

	R = V12G
RV21

is the self-energy for the barrier and the right well, and

GR = 1

E + iη − H2

is the retarded Green’s function. The self-energy term is
generally non-Hermitian, leading to complex energy values
E.24 For each eigenstate of the left well, the energy shift can
be obtained through the first-order perturbation theory as

〈	R〉 = 〈ψ (1)|	R|ψ (1)〉, (6)

Potential barrier

Region (2)
Region (1)

FIG. 6. (Color online) Schematic diagram of the division into
subregions in the theoretical calculation of the tunneling rate.
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which is typically complex. The real part of the energy
shift changes the oscillating frequency of the corresponding
eigenstate, while the imaginary part, denoted by γ , introduces
a decay factor exp(−c0γ t/h̄) in the time evolution of the
probability, which describes the escaping rate of the Dirac
fermion from the left well to the right. Note that, since the
whole system is still closed, γ only describes the transient
event that the particle tunnels from left to right, while
recurrences from right to left are ignored. If we let the
right well be infinitely long so that there is no reflective
wave, the situation becomes a single left well coupled with a
semi-infinite electron waveguide (or lead) through the potential
barrier, and γ will then be the tunneling rate for the single
left-well system.

For nonrelativistic quantum tunneling, the self-energy 	R

and the complex eigenvalues of the non-Hermitian Hamilto-
nian H1 + 	R can be calculated through the nonequilibrium
Green’s function approach. Even for a graphene system
described by the tight-binding Hamiltonian, this approach
can be used. However, for an open fermion system described
strictly by the Dirac equation, a Green’s function formulation
is yet to be developed. Thus for a general geometry such as
the nonhyperbolic mushroom billiard or even a domain in
which the classical dynamics is fully chaotic, the tunneling rate
γ cannot be calculated analytically. Nonetheless, for certain
integrable geometry, γ can be calculated. In the following,
we shall first present a one-dimensional analytic example to
illustrate the calculation of γ and to show the agreement among
the three methods to calculate the tunneling rate based on (i)
�T [see Eq. (3)], (ii) �E, and (iii) γ . We then present a
two-dimensional example to demonstrate the wide spread in
the tunneling rate for classically integrable domains.

B. One-dimensional example

In one spatial dimension where a narrow potential barrier
of finite height is placed at the center of an infinite potential
well, the tunneling rate can be calculated exactly, with the
result that it does not depend on the energy. In particular,
consider the system shown in Fig. 7. As we will show,
despite its simplicity, the system possesses some important
properties of the relativistic quantum tunneling, such as the
large tunneling rates for small energies due to the phenomenon
of Klein tunneling. We start by solving the one-dimensional

x

V0

Lx W L

jx = 0 jx = 0

V0

∞ ∞

∞ ∞

← →

∞ ∞

=⇒ =⇒

Lx W L

exp(−c0γt/h̄)
ψ(1) ψ(2)

FIG. 7. (Color online) Schematic diagram for one-dimensional
tunneling of a massless Dirac fermion.

Dirac equation

(−ih̄vσx∂x)ψ = (E − V )ψ (7)

separately for the two closed systems. For the left well of width
Lx , V = 0, so the solution is

ψ (1)
n (x) = 1√

Lx

exp

(
i
π

4

)[
cos

(
knx − π

4

)
i sin

(
knx − π

4

)
]

, (8)

where kn = (n + 1/2)π/Lx . For the right part, the barrier has
width W and V = V0, and the right well has width L and
V = 0. We obtain the solution

ψ (2)
n (x) =

{
A1e

iκnxu+ + A2e
−iκnxu−, barrier

A3e
iknxu+ + A4e

−iknxu−, right well,
(9)

where kn = E/(h̄v) = [V0W/(h̄v) + (m + 1/2)π ]/(L + W ),
κn = kn − V0/(h̄v), u+ = (1,1)T and u− = (1, − 1)T are
bases for the spinor, and the coefficients Ai are determined by
the boundary conditions. Note that this is a combined solution
for E < V0 and E > V0. We are only interested in the junction
between the left well and the right part where the coupling
occurs, and so far we have assumed the x coordinate to be
continuous. What we need is a Green’s function on a discrete
lattice, having lattice points spaced by a, between two points
along the x axis. We express the energy shift using the discrete
lattice

〈	R〉 = ψ (1)†
n (Lx − a)V12G

R(Lx + a,Lx + a)V21

×ψ (1)
n (Lx − a), (10)

where x = Lx is the junction between the left well and
the barrier, and the coupling is V12 = V

†
21 = −ih̄vσx . It is

necessary to compute the Green’s function

GR(Lx + a,Lx + a) =
∑

n

ψ (2)
n (Lx + a)ψ (2)†

n (Lx + a)

E + iη − h̄vkn

.

(11)

To eliminate any reflection back to the left well, we let the
right well be infinitely long, i.e., L → ∞, so the summation
changes into an integral

∑
k

→ L + W

π

∫
dk. (12)

Note that |A1|2 = 1/[4(L + W )], which cancels the L + W

factor in Eq. (12). The value of the Green’s function at x =
Lx + a becomes

GR → 1

2π

∫ ∞

0

I2 + Mk

E + iη − h̄vk
, (13)

where I2 is the 2 × 2 identity matrix and

Mk =
[

sin(2κa) i cos(2κa)
−i cos(2κa) − sin(2κa)

]
. (14)

The integral over I2 diverges, but the imaginary part of the
integral is finite, which eventually contributes to γ . This
imaginary contribution turns out to be −h̄vη/(2πLxE). To
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calculate the integral for the components of Mk , we define

S =
∫ ∞

0
dk

sin(2κa)

E + iη − h̄vk
,

(15)

C =
∫ ∞

0
dk

cos(2κa)

E + iη − h̄vk
.

The rate γ can be expressed in terms of these integrals as

γ = − (h̄v)2

2πLx

[cos(2ka)Im(C) − sin(2ka)Im(S)]

− h̄vη

2πLxE
. (16)

Evaluating the integrals S and C and using E ≈ E1 = h̄vkn,
we obtain

γn = − h̄v

4πLx

Im

[
2Ci(−2kna − iδ) cos

(
4kna − 2aV0

h̄v
+ iδ

)

+ [π + 2Si(2kna + iδ)] sin

(
4kna − 2aV0

h̄v
+ iδ

)]

− h̄vδ

4πaLxkn

, (17)

where δ = 2aη/(h̄v), and Ci(x) and Si(x) are cosine and sine
integrals defined as

Ci(x) = γ0 + ln(x) +
∫ x

0

cos(t) − 1

t
dt,

Si(x) =
∫ x

0

sin(t)

t
dt,

where γ0 is the Euler-Mascheroni constant. When a and η are
small, we have

Im[Ci(−2kna − iδ)] ≈ −π/2[1 + u(h̄vk − η)],

where u(·) is a step function. So for k > η/(h̄v), we obtain a
constant expression for γ ,

γ = h̄v

2Lx

, (18)

the coefficient c0 in the exponential-decay factor
exp(−c0γ t/h̄) can be determined as follows.

Considering the symmetry of the double-well system, we
see that the solution ψ = (φ,χ )T can be divided into two
types: symmetric and antisymmetric. We set the origin at
the center of the double well, so for the first component φ,
symmetric and antisymmetric solutions require φ′(0) = 0 and
φ(0) = 0, respectively. Interestingly, the second component is
symmetric when the first is antisymmetric, and vice versa. We
name the symmetry type according to the first component,
and compute the energy levels for E < V0. For symmetric and
antisymmetric states, the energy levels are

ES = WV0/2 + (nS + 1/4)h̄vπ

Lx + W/2
,

EA = WV0/2 + (nA − 1/4)h̄vπ

Lx + W/2
,

where nS,nA ∈ Z. Because these energy levels are equally
spaced, the energy spacing between symmetric and antisym-
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Numerical

Δ E
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γ (k >>δ)
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10
−1.18
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R overlapped

FIG. 8. (Color online) Theoretical tunneling rates compared with
numerics for a one-dimensional massless Dirac fermion resonant
tunneling system. Two theoretical curves are plotted: �E from the
energy spacings between symmetric/antisymmetric eigenstate pairs
for the whole double-well system and πγ from the self-energy
method. Inset shows a zoom-in view for E/V0 ∈ [0.3,0.5] where
the γ curve overlaps with the γ (k  δ) curve.

metric states is

�E = h̄vπ

2Lx + W
. (19)

Comparing �E with γ and noting that Lx  W , we have
the coefficient c0 = π . Figure 8 shows both �E and πγ in
comparison with results from direct numerical evaluation of
�T [see Eq. (3)]. We can see that πγ calculated from the
equivalent system using the self-energy method agrees with
�E quite well, demonstrating that the tunneling rate is nearly
constant for all energies in one dimension. Due to the uniquely
relativistic quantum phenomenon of Klein tunneling, we see
that the tunneling rate remains large even for E → 0. This
feature absolutely has no classical correspondence.

C. Resonant tunneling in a two-dimensional Dirac fermion
system with circular geometry

In two dimensions, an analytic solution of the Dirac equa-
tion cannot be obtained in general, due to the entanglement of
the two Cartesian coordinates in the first-order Dirac equation.
The problem is solvable only for certain types of boundary
conditions via separation of variables. One particular case is
the circular boundary condition. Figure 9 shows a ring with
a thin concentric ring-shaped barrier in it, which makes it a
double-well system. When all four radii are large, the system
is topologically equivalent to a rectangular double well with
a periodic boundary condition in one direction. To solve the
two-dimensional Dirac equation

(−ih̄vσ · ∇)ψ = (E − V )ψ, (20)

we need to use polar coordinates (r,θ ). Using ∂x ± i∂y =
exp(±iθ )(∂r ± i∂θ/r), the general solutions are of the
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R 1
R 2

R 3

R 4

R i

infinite

FIG. 9. (Color online) Schematic picture of a solvable 2D
geometry. Topologically, for Ri → ∞, the ring is equivalent to a
rectangle with periodic boundary conditions in the vertical direction.
The shaded regions denote a potential barrier of height V0.

following form:

ψn = einθ

[
Zn(λr)

sgn(E − V )ieiθZn+1(λr)

]
, n = ±1, ± 2, . . . ,

(21)

where Zn(x) = AJn(x) + BYn(x) is a linear combination
of the first- and second-kind Bessel functions and λ =
|E − V | /(h̄v).

We separate the ring double-well into two parts, the inner
ring [denoted by superscript (1)] and the outer part [denoted by
superscript (2)] consisting of the barrier ring and the outer ring.
To be able to obtain an analytical expression for the energy
levels, we use the asymptotic form of the Bessel functions for
x  |n2 − 1/4|,

Jn(x) ∼
√

2

πx
cos

(
x − nπ

2
− π

4

)
, (22)

Yn(x) ∼
√

2

πx
sin

(
x − nπ

2
− π

4

)
. (23)

Applying two boundary conditions at r = R1,R2 and normal-
ization, we have for large radii, the solution for the inner ring:

ψ (1)
m,n = N

1√
r
einθ

{
sin[km(r − R2) + 3π/4]

−ieiθ cos[km(r − R2) + 3π/4]

}
, (24)

where

km = (m + 1/2)π

R2 − R1
,

m = 0,1,2, . . ., and N = [2π (R2 − R1)]−1/2. Note that the
eigenenergy h̄vkm does not depend on the angular quantum
number n, meaning that all different angular modes are
degenerate for a single energy level. This happens when we let
the ring be infinitely large, where the radial functions take the
trigonometric form and the variation of the functions becomes
periodic so that the energy levels are equally spaced. However,
if we were to use the original radial solution, the energy levels
can be found through the zeros of the integer-order Bessel
functions, and thus are spaced with a decreasing spacing. In
that case, because the different integer-order Bessel functions
differ in zeros, the eigenenergies are nondegenerate. For the

outer part, the solutions combining E < V0 and E > V0 are

ψ
(2)
�,n =

⎧⎪⎪⎨
⎪⎪⎩

N 1√
r
einθ

{
sin[κ�(r − R2) + π/4]

−ieiθ cos[κ�(r − R2) + π/4]

}

N 1√
r
einθ

{
sin[k�(r − R4) + 3π/4]

−ieiθ cos[k�(r − R4) + 3π/4]

} ,

(25)

where

k� = [(R3 − R2)V0/(h̄v) + (� + 1/2)π ]/(R4 − R2)

and κ� = k� − V0/(h̄v). Similar to one dimension, the Green’s
function at the coupling boundary R2 + a is

GR(r,θ ; r,θ ′)|r=R2+a =
∑

n

∑
�

ψ
(2)
�,n(r,θ )ψ (2)†

�,n (r,θ ′)
E + iη − h̄vk�

.

(26)

Letting the outer boundary be infinite so the summation over
k� turns into an integration, and we have

GR →
∑

n

ein(θ−θ ′)

(2π )2R2

∫ ∞

0
dk

M ′
k

E + iη − h̄vk
, (27)

where

M ′
k =

[
1 + sin(2κa) ie−iθ ′

cos(2κa)
−ieiθ cos(2κa) ei(θ−θ ′)[1 − sin(2κa)]

]
. (28)

The energy shift is given by

〈	R〉m =
∫

dθ

∫
dθ ′ψ (1)†

m,j (θ )V12G
R(θ ; θ ′)V21ψ

(1)
m,j (θ ′),

(29)

where ψ
(1)
m,j (θ ′) is computed at r = R2 − a, and the coupling

matrix for two dimensions is obtained as follows. Using

σ · ∇ =
[

0 e−iθ

eiθ 0

]
∂r +

[
0 −ie−iθ

ieiθ 0

]
∂θ

r
, (30)

we have the coupling matrix for r . Carrying out the integration
over the coordinates θ and θ ′,∫ 2π

0
dθ

∫ 2π

0
dθ ′ei(j−n)(θ−θ ′) = (2π )2δjn, (31)

we see that the summation over n can be simplified. The final
expression for rate γ is exactly the same as in one dimension,
i.e., Eqs. (17) and (18). The reason for the same rate γ as in
one dimension is largely due to the degeneracy of the angular
modes. Because all tangent modes are degenerate for one
specific energy level that depends on the radial function only,
one cannot separate this system from a true one-dimensional
system.

While the two-dimensional solution we have presented
here is a special case where we have used the large r

asymptotic form of the radial functions, the general solution
for circular boundaries is different because, for a certain energy
level, the degenerate angular modes require an infinite Ri

condition. However, for finite rings, different angular modes
are associated with different energy levels. Therefore the
tunneling rates for finite rings have a wide spread instead
of concentrating on a single straight line. In order to obtain
the rate γ for finite-size rings, we must solve the eigenstates
numerically. Using the general solution for finite inner ring,
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FIG. 10. (Color online) Theoretical rate γ for a ring-type of
resonant tunneling system, where n denotes the angular quantum
number, and ki is the ith energy level for all n. The eigenstates of the
inner ring are found numerically, while the Green’s function values
for the outer part are calculated analytically. The radii and potential
height are R1 = 5, R2 = 10, R3 = 10.2, R4 → ∞, and V0 = 5.

Eq. (21), the normalization of the eigenstates, and the boundary
conditions Zn+1(kmRi)/Zn(kmRi) = ±1 at r = Ri , i = 1,2,
we can find the roots km for each angular mode n numerically.
To eliminate reflection, we set R4 to infinite. This means we
need to sum over infinite terms of k� in Eq. (26). A strategy
to deal with the difficulty is to set a threshold kmax in the
summation, and the criterion for choosing such kmax is the
quality of the orthogonality,∑

{�:k�<kmax },n
ψ

(2)
�,n(r)ψ (2)†

�,n (r′) ≈ I2δ
2(r − r′). (32)

However, as the number of eigenstates � below kmax increases,
the computation burden increases as �2. For fast computations,
we consider two approximate results for the outer part:
one that uses the analytical solution of Green’s function in
Eq. (27), and the other that uses a relatively large outer ring to
numerically calculate the rates.

Some representative γ values are shown in Fig. 10. We
see that the tunneling rates associated with angular modes for
the same energy level (e.g., k0 and k4 in Fig. 10) separate
and spread into a wide range, instead of clustering together
as a single point, which is the case in one dimension and
two-dimensional rings with all infinite radii. An alternative
approach is to choose a large but finite value of R4 and compute
the tunneling rate γ numerically. Again, we find a wide spread

in γ , and there are extremely small values of γ , corresponding
to survival states from the opening process of the originally
closed left well (inner ring) when a finite potential barrier is
introduced into the system.

V. CONCLUSIONS

The question we have addressed in this paper is fundamental
to physics: what are the relativistic quantum manifestations of
nonhyperbolic chaotic systems? In the classical limit, such
systems are characterized by the coexistence of chaos and
KAM tori in the phase space, or a mixed phase space. To
explore and understand the quantum behaviors of such systems
is challenging, due to the fact that they are neither completely
chaotic or integrable. Particularly, for an integrable system,
analytic theory is often available. For a fully chaotic or
hyperbolic system, frameworks such as the random-matrix
theory or the random-wave approximation can be employed. In
the spectrum of Hamiltonian systems, nonhyperbolic systems
are generic and typical because they lie in between the two
extreme cases of integrable and hyperbolic systems. As such,
the standard theoretical methods are often not applicable.
In the past, the problem has been addressed to certain
extent but exclusively in the realm of nonrelativistic quantum
mechanics governed by the Schrödinger equation. To explore
the relativistic quantum phenomena associated with classically
nonhyperbolic chaotic systems is of tremendous interest due
to their high relevance to graphene systems.

We have investigated the relativistic quantum manifesta-
tions of classical nonhyperbolic dynamics by using the setting
of resonant tunneling of a Dirac fermion across a potential
barrier. A clustering phenomenon has been uncovered, where
the quantum tunneling rate as a function of the energy tends
to focus in a narrow band due to the chaotic component
in the classical phase space. Relatively fewer values of the
tunneling rate spread outside the band due to the integrable
component, which can be understood by explicit solutions of
the Dirac equation in some special geometrical domains. Due
to the rapid development of relativistic quantum solid-state
devices in recent years, such as graphene systems, it would
be interesting and rewarding to extend the study of relativistic
quantum manifestations of nonhyperbolic dynamics for Dirac
fermions to other problems as well.
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